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ROS 2 has a 

modular 

architecture

with a runtime-swappable middleware 

layer!

https://design.ros2.org

API layer

RMW layer

https://design.ros2.org/


But all tier-1 

middlewares are 

DDS-based

https://design.ros2.org

https://design.ros2.org/


For good reasons…

https://design.ros2.org

https://design.ros2.org/articles/ros_on_dds.html

credible

flexible

reliable

https://design.ros2.org/


But we learnt of 

some challenges

https://design.ros2.org

discovery

issues

parameter

tuning

large

payloads

that lead to poor out-of-the box 

experience with ROS 2. containers, 

firewalls 

and VPNs

https://discourse.ros.org/t/ros-2-alternative-middleware-report/33771

Middleware

https://design.ros2.org/
https://discourse.ros.org/t/ros-2-alternative-middleware-report/33771


Challenges are inherent to 

DDS

▪ Peer-to-peer only

All participants discovers details from all other participants.

▪ Heavy discovery protocol

O(N²) discovery messages. 

N is number of Participants, Topics, Readers, Writers.

▪ Over UDP (multicast and unicast)

Fragile to message losses, especially with large payloads.

Retransmissions ⇒more traffic ⇒more losses

No NAT/Firewall traversal

No optimization nor hardware acceleration such as for TCP.



Some must-haves for the 

new middleware

Pub/Sub

For data-centric distributed systems

Transport

Ability to send multi-megabyte 

payloads reliably.

Low latency

Especially for sending small messages 

at a very high frequency.

Resilient

Robust against network 

disconnections.

Discovery

Built-in discovery and the ability to 

restart discovery without restarting all 

the nodes.

Security

Access control, authentication and 

encryption.

https://discourse.ros.org/t/ros-2-alternative-middleware-report/33771

https://discourse.ros.org/t/ros-2-alternative-middleware-report/33771


Alternative middlewares 

considered

LCM

TCPROS



Evaluation

Matches survey

suggestion

https://discourse.ros.org/t/ros-2-alternative-middleware-report/33771

https://discourse.ros.org/t/ros-2-alternative-middleware-report/33771


Zenoh
Zero overhead network protocol



Pub/Sub/Query protocol

Peer

put(wheel/1/vel, 

3)

Peer

declare_subscriber

(wheel/1/vel)

Unifies data in motion,

data at rest and

computations from

embedded microcontrollers

up to the data center.

Peer

declare_subscriber
(wheel/**).mode(pull

)

pull()

Peer

get(rotate)

Peer

declare_queryable

(rotate)

Peer

put(bot1/position, 

pos)

Peer

get(*/position)

Storage
(*/position)



Zenoh Extensions

Peer

put(wheel/1/vel, 3)

Peer
queryable_subscriber

(wheel/1/vel)

cache

Publication Cache Querying Subscriber

Peer
declare_tokens:

- bot1/pub/x

- bot1/service/y

- bot1/action/z

Liveliness Tokens:

for discovery and 

supervision of anything

Peer
declare_liveliness_subscriber(**)

get historical data



Runs everywhere

Native libraries and API bindings for many 

programming languages.

Over various network technologies: from transport 

layer to data link.

With support of TCP, UDP, TLS, QUIC, serial…

On embedded and constrained devices

…



Any topology

Routed

Routers forward data and requests

between peers and clients

Brokered

Clients communicate

through a router or a peer

Peer-to-peer

Clique and mesh topologies Peer Peer

Peer

Router

Peer Peer

Router Router

Client Client

Peer

Peer



rmw_zenoh
An RMW implementation based on Zenoh



rmw_zenoh
▪ RMW implementation written 

with zenoh-c(pp) binding.

▪ TCP for discovery and transport.

▪ No QoS mismatches.

▪ Default topology

□ Discovery is brokered by 

the Zenoh router

□ Data transmission is P2P.

□ Discovery range is localhost 

only

https://github.com/ros2/rmw_zenoh

Discovery

Host 1

Zenoh Router

Node_1

Node_2

Node_4

Node_3

Transport

export RMW_IMPLEMENTATION=rmw_zenoh_cpp

https://github.com/ros2/rmw_zenoh


rmw_zenoh

▪ Default multi-host topology

□ Different hosts connect 

through routers

□ Brokered data 

transfer

□ Opportunity to 

downsample

Host 2

Zenoh Router

Node_1

Node_2

Node_4

Node_3

https://github.com/ros2/rmw_zenoh

Discovery

Host 1

Zenoh Router

Node_1

Node_2

Node_4

Node_3

Transport

https://github.com/ros2/rmw_zenoh


Other configurable topologies

Host 2

Zenoh Router

Node_1

Node_2

Node_4

Node_3

https://github.com/ros2/rmw_zenoh

TCP 

Discovery

Host 1

Node_1

Node_2

Node_4

Node_3

TCP

Transport

Host 2

Node_1

Node_2

Node_4

Node_3

UDP 

multicast 

Discovery

TCP

Transport

Host 1

Node_1

Node_2

Node_4

Node_3

https://github.com/ros2/rmw_zenoh


Let’s talk about the router
▪ Is it similar ROS 1’s roscore?

Yes, but it does a lot more.

▪ What if the router crashes?

No impact on running Nodes. 

ROS Daemon still present for graph cache.

Just restart the router! No need to re-launch your Nodes.

▪ Is the router mandatory?

No. You can configure Zenoh for UDP multicast discovery.

https://github.com/ros2/rmw_zenoh

https://github.com/ros2/rmw_zenoh


Router for discovery,

but peer-to-peer 

communications

1.



If router crashes, peer-to-peer communications remain



Discovery is robust

2.



10 Nodes, 1000 Topics discovered in less than 1s over WiFi



Transport reliably over 

many network hops

3.



Router
TB3 

in US

RViz 

in FR

nav2 and 

drivers running 

on RPi 4!

Router Router



Downsample when 

needed

4.





Known limitations

▪ rclcpp::shutdown() must explicitly be called before 

program termination.

▪ Router must be manually started (for now).

▪ Liveliness and deadline QoS events not supported.



Road to Tier-1 status

https://github.com/ros2/rmw_zenoh/issues/265

▪ Targeted for Kilted Kaiju release.

▪ Make all system tests pass.

▪ Windows support.

▪ SROS2 integration.

https://github.com/ros2/rmw_zenoh/issues/265


We’re testing 

extensively



nav2, camera driver running on RPi 4

RViz opened on laptop over wifi

Open-RMF with 

34 nodes 82 

topics and 251 

services with an 

additional RViz 

window open on a 

laptop over wifi.

TB3 in US, RViz in Paris, via a router in 

Cloud
Moveit2



Try rmw_zenoh

Run your existing applications 

with it!

Benchmark it!

And tell us…

https://github.com/ros2/rmw_zenoh

https://github.com/ros2/rmw_zenoh


Questions?
special thanks to

And all contributors

to eclipse-zenoh :
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